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Abstract—Quality of experience (QoE) has significant influence
on whether or not a user will choose a service or product in
the competitive era. For multimedia services, there are various
factors in a communication ecosystem working together on users,
which stimulate their different senses inducing multidimensional
perceptions of the services, and inevitably increase the difficulty
in measurement and estimation of the user’s QoE. In this paper,
a user-centric objective QoE evaluation model (QAVIC model for
short) is proposed to estimate the user’s overall QoE for audiovisual
services, which takes account of perceptual audiovisual quality
(QAV) and user interest in audiovisual content (IC) amongst
influencing factors on QoE such as technology, content, context,
and user in the communication ecosystem. To predict the user
interest, a number of general viewing behaviors are considered
to formulate the IC evaluation model. Subjective tests have been
conducted for training and validation of the QAVIC model. The
experimental results show that the proposed QAVIC model can
estimate the user’s QoE reasonably accurately using a 5-point scale
absolute category rating scheme.

Index Terms—Audiovisual quality, audiovisual services, quality
of experience (QoE), user interest, viewing behavior.

I. INTRODUCTION

W ITH the development of advanced multimedia and net-
work technologies, audiovisual services have become

more accessible to users than ever before, accompanied by in-
creasing competition between product or system manufactures
as well as service providers which has inspired various audiovi-
sual applications in audiovisual communications, broadcasting,
entertainment, and recreation audio, video and photography.
Since user perception and satisfaction are crucial determinants
for the success of a product, application and service in the mar-
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ketplace, more and more multimedia service providers steer
their focus on assessment and prediction of the user’s quality of
experience (QoE) for audiovisual services [1], [2].

In the new era of customization and pervasive computing, all
users expect customized or personalized service whenever a re-
quested service is being delivered [3]. Therefore, knowing what
the user wants, desires, and appreciates is the highest realm of
a service where providers can provide customized service de-
livery. Taking the audiovisual service as an example, the user
perception and experience are always different for countless
audiovisual clips with various contents and quality levels. By
estimating the user experience, providers can provide users with
more customized services according to their preference, in terms
of content recommendation, quality improvement, price adjust-
ment, and so on. Generally, the user experience can be used as
a guideline for service providers to improve their services.

Traditionally, technology-centric quality metrics were used
to measure and monitor the audiovisual services in terms of
quality of service (QoS), such as the packet loss, delay, and
available bandwidth, etc. [4], to meet the needs or requirements
of the users and applications. From the application point of
view, video quality, audio quality, and audiovisual quality were
usually employed as the metrics to evaluate multimedia services
[5]. However, these quality metrics primarily target at improving
product, system or service quality with respect to network- and
application-level technical parameters, lacking sufficient con-
sideration of user’s actual perceptions and feelings [6]. To solve
this problem, the user-centric notion of QoE was introduced to
measure the service quality as perceived by users, which grad-
ually became a research focus in both academia and industry
[2]. QoE was defined by ITU-T, SG 12 (International Telecom-
munication Union Telecommunication Standardization Sector,
Study Group 12) as “the overall acceptability of an application
or service, perceived subjectively by the end-user” [7]. A con-
ceptual decomposition framework for QoE in communication
ecosystem was introduced in [2] to clarify and crystalize the
concept of QoE and to facilitate research efforts in the area. A
hypothesis of quality formation process was presented and the
definition of QoE was further revised in [8] as “the degree of
delight or annoyance of the user for an application or service,
and it resulted from the fulfillment of the user’s expectations
with respect to the utility and/or enjoyment of the service in the
light of the user’s personality and current state”. QoE is a fast
emerging multidisciplinary field based on social psychology,
cognitive science, economics, and engineering science, with a
focus on understanding overall human quality requirements [9].
For service providers, it seems to make more sense to migrate
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Fig. 1. Evolution of the QoE assessment. (a) QoE evalution by technology
factor. (b) Taxonomy of QoE. (c) Communication ecosystem.

from the traditional quality evaluation methods which focus on
the service performance to the QoE evaluation which aims at
the user’s perception and needs.

Generally, the assessment of QoE can be done subjectively
or objectively [10]. For the subjective assessment, it extends
beyond the user-perceived media quality to include measures
such as user interest and user satisfaction, which can be ob-
tained via questionnaires and rating scales [11]. Although the
subjective evaluation may be the only way to obtain the QoE
closest to the “ground truth”, it is extremely expensive and time-
consuming to perform subjective evaluation. The vast majority
of users are reluctant to enter explicit ratings about their percep-
tion during the services because it can interrupt normal patterns
of watching and may impose an additionally cognitive load on
them [12]. On the other hand, the objective measures of QoE
use different models of human perceptions, and try to estimate
the performance of audiovisual services to approximate the sub-
jective QoE measure in an automated manner without human
involvement [10]. Compared with the subjective methods, ob-
jective QoE assessment is more efficient, and is of significant
importance for service providers.

To date, there have been several objective methods to eval-
uate QoE. Most of them directly map the QoS parameters or
media-related parameters to QoE using a certain function (e.g.,
the exponential model) [13], [14], and usually cannot evaluate
the QoE accurately because these methods do not consider user
perception. It was emphasized in [15] that QoE cannot be under-
stood as a singular objective quality parameter of the services,
but must take into consideration of every factor that contributes
to the service quality perception by subjects. The taxonomy of
QoE which considers influential factors was proposed to video
services, including context, user, technical system and content
[15]. In 2008, QoE was examined for the first time as a central
concept for analysis of the entire communications ecosystem
[2]. Generally, the communications ecosystem covers a huge
area from technical issues to business models and human behav-
iors. In the context of communications ecosystem, a holistic and
unified QoE model was then proposed in [8], where the user’s
QoE was interactively affected by various factors in different
domains such as technology, business, context, and human. As
shown in Fig. 1, the evolution of the QoE assessment can be
deduced from the single technological parameter estimation to
multiple interactive parameters estimation and from technology-
centric to user-centric. With well considerations of the commu-
nication ecosystem, the aforementioned research publications
have clarified the concept of QoE. Nevertheless, they have not

provided a practical solution to objectively estimate QoE. The
objective assessment of QoE is nontrivial due to the fact that
multiple interactive factors are involved in the complicated ser-
vice context. How to objectively evaluate QoE remains as an
open problem and a challenge.

In this paper, an objective QoE assessment model (QAVIC
model) for audiovisual services is proposed with the idea of
communication ecosystems, where the influence of the technol-
ogy, content, and human domains are analyzed. Different from
those methods directly mapping influential factors to QoE [e.g.,
Fig. 1(b)], where the factors are considered to be unrelated to
each other, the proposed framework is based on the user-centric
framework where the influential factors in each domain are inter-
active with the human domain (e.g., Fig. 1(c), where the business
domain is replaced by the content domain). The user’s QoE is
evaluated mainly by analyzing user perceptions with regard to
different dimensions, such as the perception of audiovisual qual-
ity and user interest in content and/or story. These perceptions
are usually stimulated by multiple influential factors. For exam-
ple, the perception of audiovisual quality is mostly influenced
by the factors in both the technology and user domains, while
the user interest in audiovisual content is affected by the factors
in both the content and the user domains. Each perception will
be analyzed respectively and finally combined together to form
the QoE. The contributions of this work include: 1) a predic-
tion model for user interest in audiovisual content (IC) based
on analysis of general user’s viewing behaviors, and 2) a user-
centric objective QoE evaluation model (QAVIC) to estimate the
user’s overall QoE for audiovisual service, which takes account
of perceptual audiovisual quality (QAV) and user interest in au-
diovisual content, rather than focusing on the user satisfaction
with technological quality levels like in the traditional methods.

The remainder of this paper is organized as follows. Section II
introduces the QoE assessment framework for audiovisual ser-
vices adopted for this investigation. Section III describes the
experiment design, including how to construct a living lab as
a test platform and how to detect users’ viewing behaviors. In
Section IV, different perceptions of the audiovisual services by
users are analyzed and a new QoE evaluation model is proposed
based on the perceptual QAV metric and IC prediction model.
The experimental results are provided in Section V. Conclusion
are drawn in Section VI.

II. FRAMEWORK OF QOE EVALUATION SYSTEM

A well-constructed QoE evaluation framework can help the
service providers to identify, understand, and quantify the most
influential aspects which affect user perceptions [16]. It also
helps to clarify the relationship between the influential factors,
user perceptions, and the resultant user’s QoE. Here, a user-
centric framework for the objective QoE assessment model is
proposed, as shown in Fig. 2, which focuses on the actual gener-
ation process of user perception in audiovisual services. In this
framework, user perceptions are affected by both external and
internal factors, and formed in different dimensions by a com-
plex psychological process with the influences of these factors.
The composition of this evaluation framework is discussed in
detail as follows.
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Fig. 2. QoE assessment framework for audiovisual services.

A. Influential Factors of QoE

The external and internal factors are two main aspects which
predominantly influence user’s QoE. For audiovisual services,
the primary external factor is the audiovisual clip, which con-
tains contents carried by audiovisual signals and directly stim-
ulates sensors and faculties of users to perceive. Other external
factors can be further extended with respect to different mul-
timedia application scenarios. For example, QoS factors and
context have to be considered for audiovisual streaming over
networks, and business factors need to be taken into account for
the multimedia services which require payment. In the current
work, the main focus will be on the basic aspects of audiovisual
services such as the audiovisual quality and content, while the
other external factors are kept constant wherever and whenever
possible (e.g., constant context, free services and so on).

The internal aspect contains the psychological and physiolog-
ical factors as well as demographic background in the human
domain. These factors are closely related to users themselves and
most influential in deliverance or outcomes of users’ QoE. The
psychological factors include the user’s mood, curiosity, and
spirit, and so on. The physiological factors include the user’s
health, fatigue states, and so on. The demographic background
includes the user’s age, gender, education background, and so
on. These external and internal factors interact with each other
to stimulate the user perceptions of the services [9].

B. QoE Measurement From Multiple Dimension Perceptions

Considering user’s diverse concerns about the services, user
perceptions can be divided into multiple dimensions of the in-
teractions between users and the services. According to [17],
the user experience of a service or system can be evaluated from
pragmatic and hedonic aspects. To better estimate the user’s
QoE of audiovisual services, two fundamental aspects/factors
which affect QoE in human domain for almost all audiovisual
services are considered in the proposed QoE prediction model,
namely, the perception of audiovisual quality and user interest
in audiovisual content.

As illustrated in Fig. 2, user perception can be estimated
directly by the internal and external influential factors. However,
the user’s perceptive process is quite difficult to comprehend,
and it is usually hard to determine the relationship between
the influential factors and user perception (illustrated by the

dashed arrow in Fig. 2). Moreover, it is extremely difficult, if not
impossible, to quantify some of the user’s internal factors such as
life experience, disposition and so on, which further aggravates
the difficulty of the objective QoE evaluation. To formulate the
proposed QoE assessment model, a feasible way (illustrated
by the solid arrow in Fig. 2) to estimate user perception is
adopted based on psychophysical theory. Two aforementioned
aspects/factors which affect user’s QoE in human domain are
discussed as follows.

1) Perception of Audiovisual Quality: As a performance
metric in technology domain, audiovisual quality is one of the
most essential of multimedia services. It may be affected in
varying degrees by the coding strategy, network transmission,
and device performance. When users subscribe to multimedia
services, perception of the audiovisual quality will directly in-
fluence their QoE, and therefore it is indispensible for QoE
evaluation.

In the past two decades, a number of audiovisual quality
assessment models have been proposed targeting different ap-
plication scenarios [18]–[20]. The audiovisual quality is mainly
evaluated by the video quality, audio quality, and interaction and
integration of the two metrics [5]. More specifically, the video
and audio quality degradations are usually caused in the coding
and transmission processes, and these distortions can be evalu-
ated using the application and network-level parameters. With
respect to the interaction between the audio and video quality,
it has been estimated based on a multiplicative model with au-
dio quality and video quality as input variables [21]–[23]. The
synchronization between audio and video (e.g., lip sync) is also
an important interaction issue when assessing the audiovisual
quality. The influence of asynchrony to the audiovisual quality
has also been widely investigated [24]. Additionally, the human
characteristics are also taken into consideration to estimate per-
ceptual quality. For example, modeling the spatial and temporal
just-noticeable-difference (JND) has been reported based on the
sensitivity of HVS to the luminance contrast [25]. With the
development of computational techniques for visual attention
modeling [26], the attention properties have also been consid-
ered in image and video coding applications [27], [28]. Recently,
there is a new trend to evaluate user perception of audiovisual
quality using electroencephalography (EEG) and other physio-
logical measurement devices [29], and experiment results show
high correlation values between subjective and physiological
data. There have been intense research efforts and standardiza-
tion activities regarding audiovisual quality assessment and the
related standards can be found in [18], [19].

The main emphasis of this research is to identify the rela-
tionship between the audiovisual quality and QoE, while the
perceptual audiovisual quality is estimated in virtue of the sub-
jective test. Considering the effects of coding distortion may be
different from that caused by other sources, only the influence
of coding distortion will be considered here for simplicity, while
distortions caused by other sources, may be investigated further
based on the proposed model.

2) User Interest in Audiovisual Content: Content is another
basic attribute of audiovisual services. The user interest in au-
diovisual content indicates how the content/story appeals to the
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user. It also decisively influences the user’s QoE from the hedo-
nic point of view [30]. However, as one of human internal states,
user interest is usually difficult to measure quantitatively. How
to estimate user interest in audiovisual content is a key issue to
formulate the QoE evaluation model.

In psychology, drive theory discusses how a person’s internal
state affects a person’s behavior while incentive theory discusses
how an external stimulus affects a person’s behavior [31]. User
interest in something is associated with a number of user’s bod-
ily behaviors such as laughing, more fixations, few blinks, lively
movements of shoulders and head-nods [32]. Accordingly, the
user interest may be estimated using these self-behaviors. For
audiovisual services, it was proposed in [33] that the user inter-
est can be estimated using the “gazing rate”. In [34], the user’s
operational behaviors to audiovisual services were collected to
evaluate the user interest, including the watching duration, du-
ration of fast forward, and so on. There have also been other
reports to estimate the user interest and emotion level with more
elaborated physiological responses, e.g., the brain waves, gal-
vanic skin responses, and so on [35].

In this paper, the term “user interest” is defined as a physically
expressed state of concentration which can be visually recog-
nized when a user is involved in the audiovisual content/story
[33]. Generally, a person’s internal states tend to be most likely
expressed by his eyes [33]. The line of sight and interval be-
tween blinks has been used as a feature to estimate a person’s
concentration in daily life [36], [37]. Thus, a number of com-
mon viewing behaviors such as blink, fixation, and saccade are
analyzed and used in this paper to indicate the user interest in
audiovisual content. Detail analyses of user interest and viewing
behaviors will be presented in Section IV.

III. DESIGN OF EXPERIMENTS

A. Test Platform Design

Test platform is indispensable for the QoE research. In tradi-
tional QoE evaluation of audiovisual services, the procedure and
environment of subjective experiments are strictly controlled,
leading to a rough estimation of user’s QoE. There is an urgent
need for studying QoE in real-life and realistic settings. Re-
cently, the concept of the living lab is emerging to address this
issue. According to [38], [39], the living lab can be defined from
different points of view. It may refer to 1) a user-centric test and
environment platform based on the real world settings, or 2) a
research and development methodology where innovations are
created and validated with user participation. Because the living
lab has multiple roles and functions, it can be employed for in-
novating, sensing, prototyping, validating and refining complex
solutions in evolving real life contexts [38].

In this paper, the living lab is a test platform. A living lab (e.g.,
a study) was established to simulate the environment in the real
world where audiovisual services are usually enjoyed. The liv-
ing lab designed for QoE evaluation experiments contained a
bookcase, a computer, a table, a light, as well as some flowers
and pictures. Room luminosity was between 300–400 Lux. The
noise of the living lab was 40–50 dB. Different from the tradi-
tional strictly controlled test platform, the living lab provided

Fig. 3. Interface of the client software. (a) Main window. (b) Display window.

a familiar context of daily life for users (e.g., surrounding and
lighting). The users could choose a comfortable way to enjoy
the audiovisual services as they like without any restriction with
regard to, e.g., viewing distance, posture or order of viewing
audiovisual clips.

A number of audiovisual clips with a variety of quality and
content were stored on a local server, and the users could enjoy
these audiovisual clips by logging into a client computer. The
interface of the designed client software is shown in Fig. 3.
Different from the traditional subjective test, the user could
operate the software to control the play progress and to rate
his/her interest in the content and QoE values. Meanwhile, a
high-definition camera with the frame rate of 30 fps (frame per
second) was installed in the front of the user to capture videos
of his/her face area, which was used to detect the user’s viewing
behaviors such as blinks and eye movement. The information
of viewing behaviors and the scores of the subjective QoE were
sent to the server for statistics collection and analysis.

B. Subjective Test Design

Several subjective tests were carried out to obtain the rating
data on audiovisual quality, user interest and QoE. There were
two separate sessions, i.e., the QoE assessment and audiovisual
quality assessment. The QoE assessment was carried out in the
living lab. This is because the traditional controlled laboratory
environment may influence the user’s true perceptions of the
services (e.g., the viewing distance and posture are strictly con-
trolled, the order of viewing clips is pre-designed, the user is in
a closed environment, and so on). The audiovisual quality as-
sessment was carried out following the specifications of ITU-T
recommendation P.913 [40]. Moreover, considering that the user
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interest and QoE may be affected if the audiovisual clip had
been watched before, the QoE assessment session was carried
out before the audiovisual quality session.

A total of 120 audiovisual sequences with a spatial resolution
of 672× 378 pixels and an aspect ratio of 16:9 were downloaded
from the online video site Youku (www.youku.com) and em-
ployed in the experiments, including a variety of contents such
as advertisement, sport, short film, speech, animation, movie
trailer, and so on. This resolution was usually used for video
applications subject to heavy network traffic and low transmis-
sion bandwidth. The length of each audiovisual clip was about
5 to 10 minutes. These clips were randomly divided into four
groups (30 videos per group), and marked with TG1, TG2, TG3
and TG4, respectively. The videos in different groups had dif-
ferent video quality levels modified by coding with quantization
parameters (QP) 37, 32, 27 and 24, respectively, using the refer-
ence software of FFmpeg 0.4.9 with ×.264 library.1 The frame
rate of each video was 25 frames per second and the number of
reference frame was 4. Meanwhile, the corresponding audio se-
quences were coded by the HE-AAC (high-efficiency advanced
audio coding) codec with a constant bit-rate of 64 kbps [41].
Each video sequence was encapsulated into FLV (flash video)
format with the corresponding audio sequence, and audio and
video signals were synchronous. The monitor for display was
a 22-in LCD flat panel, and the video clip was shown in its
original resolution on the screen.

There were 60 people aged 20 and 32 years old in the subjec-
tive tests (N = 60, average age = 26.5, standard deviation =
2.3), including 28 females (46.7%) and 32 (53.5%) males. All
participants were university students in different grades and
were screened for visual acuity and color blindness. Users were
classified into two types according to the amount of their spare
time. For the users who had sufficient spare time, they were
invited to randomly watch two non-adjacent groups of audio-
visual clips from TG1 to TG4. Others were invited to watch
one group only. Consequently, 40 users (66.7%) watched two
groups of audiovisual clips and 20 users (33.3%) watched one
group. For the clips in each group, there were 25 users to watch
them. For the users who watched two groups, the videos were
mixed together and the order of each clip was randomly set. The
procedures of the two experiments are illustrated as follows.

1) During the QoE assessment session, both user interest in
audiovisual content and QoE were rated. Users evaluated the
audiovisual services in the living lab, where the environment
was closer to the real world. They were all voluntary for the test
to enjoy the audiovisual services in their leisure time. To avoid
potential visual fatigue, the maximum duration of each viewing
was 30 minutes and the users could stop watching at any time
if they felt tired. Each user could attend the test at most 3 times
a day, and the interval between two tests was set as at least 4
hours. It took several days for each user to finish the test. When
users were enjoying the audiovisual services, their viewing be-
haviors were captured and stored in the database together with
the related technical parameters for QoE prediction.

1“FFmpeg,” [Online]. Available: http://sourceforge.net/projects/ffmpeg

Fig. 4. Five-point scales for user’s interest and QoE. (a) User interest.
(b) QoE.

To the best of our knowledge, there was no specific recom-
mendation with regard to methodology for the subjective test
or assessment of user interest and QoE. Thus, two 5-point scale
rating schemes were defined and used in the experiments to clas-
sify the user interest and QoE, following the general principle of
the ITU-T recommendation P.913 [40], as illustrated in Fig. 4.
Before the formal test, the users were invited to watch four ex-
amples with different contents and QP settings to get familiar
with the control software and services. During the formal test,
the users were instructed to watch each audiovisual clip once,
and to rate both the user interest and QoE values immediately
after watching the clip. There was no specific rating order for
users to follow, i.e., either user interest or QoE could be rated
first. To check the consistency of the rating results, 10 users
were randomly chosen from all participants, and asked to rate
the values of user interest and QoE of 5 clips again (N = 50)
after one week from the end of their last formal test, using the
clips which they had watched previously. If the rating values of
user interest and QoE are the same with that rated in the formal
QoE test, the rating results will be regarded as consistent. It was
found that the consistency of the results could reach about 90%
on average.

2) In a few days after the QoE assessment session, the users
were asked to evaluate the audiovisual quality of the clips in
the same groups which were used for their QoE assessment. In
this session, they were required to focus only on the audiovi-
sual quality with a viewing distance of 4H. All the clips were
shortened to 20 seconds from the beginning of the original clips.
There were no full episodes in these clips. The test environment
was strictly controlled and set following the guidance of ITU-T
recommendation P.913 [40]. A single-stimulus Absolute Cate-
gory Rating (ACR) method with a 5-point scale was used for
audiovisual quality assessment [42].

All subjective tests were conducted within a two month pe-
riod, and yielded 3000 rating samples of the audiovisual quality,
user interest, and QoE, respectively, which were check for their
accuracy by the observer screening procedure specified by the
ITU-T to form a training set for QoE assessment modeling.
Here, the users were screened with regard to the accuracy of
their rating values in terms of the audiovisual quality. The stan-
dard exclusion procedures were followed as specified in [43].
After this screening process, the rating samples of 4 out of 60
subjects (6.7%) were discarded. The rating samples of 1 subject
were discarded and 24 users were left in each group. There were
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Fig. 5. Framework of viewing behavior detection.

2880 valid rating samples of the audiovisual quality, user inter-
est, and QoE, respectively. Additionally, the audiovisual quality
of each clip was measured in terms of the average score of
all users, also known as the Mean Opinion Score (MOS) [40].
As a result, there were 120 MOS values for the audiovisual
quality and 2880 rating values for the user interest and QoE,
respectively.

C. Viewing Behavior Detection

Eyes play an essential role in daily life communications and
convey the person’s attentions, emotions, feelings, and so on
[44]. As one of the most significant indicators for user’s inner
world, the viewing behaviors were analyzed in this paper to
better understand user interest. Generally, viewing behaviors
include eye movements and blinks. The eye movement can be
further divided into fixation, smooth pursuit and saccade [45].

In the experiment, a viewing behavior detection method was
proposed using an ordinary video camera, which was simple
to deploy in real life and robust to deal with situations such
as head moving and tilting. The framework of the behavior
detection method is illustrated in Fig. 5, which consists of a
number of steps. At first, each frame was extracted from the
recorded face video. The feature points in each frame were
then detected by the scale-invariant feature transform (SIFT)
algorithm to determine the position of the datum point and to
regularize the face image. The eyeball center was detected using
the regularized face image. The relative distance between the
eyeball center and the datum point was calculated to detect the
eye movement and blink.

1) Datum Point Detection and Face Regularization: A da-
tum point serves as a reference to measure other quantities [46],
which is indispensable to describe the eye movement. Generally,
there are two principles which govern the selection of the da-
tum point: First, it must be a constant point that is measureable.
Second, it must be easy to recognize and detect. The inherent
features of the human face (e.g., eye corners and eyebrows) may
vary with relaxation and contraction of facial muscles, which
are not suitable to serve as a datum point. To solve this problem,
the users in the experiment were asked to wear a lightweight
artifact when they used audiovisual services, as shown in Fig. 6.
According to the answers to a post-questionnaire, 81.6% of the
users indicated that the artifact did not influence their watching
experience. The other users reported that it felt a little strange
but was still acceptable. On the artifact, there were three sym-
bols with different features. They were numbered 1, 2, and 3,

Fig. 6. Artifact used in the experiment.

Fig. 7. Signs with different features.

Fig. 8. Face regularization. (a) Original face frame. (b) Frame after affine
transformation. (c) Clip region in the alignment frame. (d) Regularized face
frame.

respectively, and placed horizontally with the equal intervals,
as shown in Fig. 7. These symbols were used for two purposes.
One was to determine the datum point by matching the feature
points in the face image. The other was to create the rotation
matrix to regularize a tilted face. The middle position between
Symbol 1 and Symbol 3 was defined as the datum point, and
Symbol 2 was reserved to calibrate the datum point if Symbol
1 or Symbol 3 incurred a mismatch.

First of all, the symbols in each frame should be detected.
In the experiment, the SIFT methodology [47], which is widely
used in computer vision to detect and describe local features
in images, was employed to detect these symbols (using the
C source code provided by OpenCV 2.4.5).2 The accuracy of
matching results in the test can achieve to 98.4% (N = 3000).

During watching, users may adjust their head or body uncon-
sciously and the position of these symbols in each frame may
be varying with the movement correspondingly, as shown in
Fig. 8(a). In such a case, the datum point in each frame will not
keep fixed, and may introduce errors in viewing behavior detec-
tion. To solve this problem, the face frame was regularized by an
affine transformation to eliminate the influence of rotation and
scaling. The affine transformation function can be expressed as
follows:

Θ = H × Π =

(
Φ Ψ
0T 1

)
× Π (1)

2[Online]. Available: http://opencv.org/
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Fig. 9. Procedures of eyeball center detection.

where Θ is the point in the frame after the affine transformation,
H is the affine transformation matrix, Π is the point in the
original face frame, 0T is a 1× 2 vector whose elements are 0,
Φ is a 2× 2 matrix, and Ψ is a 2× 1 vector. The elements of Φ
and Ψ can be determined using the method in [47].

After the affine transformation, the original face frame was
rotated to alignment, as shown in Fig. 8(b). To ensure that the
position of symbols is fixed in each frame, the rotated face frame
was further regularized by clipping and resizing. According to
(1), the position of each symbol in Fig. 8(b) was obtained. The
face region was then clipped from Fig. 8(b) with the size of
400× 300, where the left border of the clipped face region was
100 pixels far from Symbol 1 and the top border was 80 pixels
far from Symbol 1, as illustrated in Fig. 8(c). The clipped region
was finally resized to the regularization frame with the size of
640× 480, as shown in Fig. 8(d). Considering the symmetry of
Symbol 1 and Symbol 3, the datum point in Fig. 8(d) located at
the fixed point (320, 128), which coincided with the center of
Symbol 2.

2) Eyeball Center and Viewing Behavior Detection: Among
various eyeball center detection methods, the projection func-
tion method is one of the simplest and the most effective. It is
more suitable for the regularized face after the affine transfor-
mation which has better symmetry [48]. The projection method
described in [48] was employed to detect the eyeball, whose
procedures are illustrated in Fig. 9. It is worth noting that when
users were blinking, the eyeball center was not detected by this
method. In such a case, the eyeball centers and the datum point
were assumed in the same horizontal line, namely, the fixed
point (192, 128) for the right eyeball center and (448, 128) for
the left eyeball center.

The eye movement was detected by comparing the relative
distance between the datum point and the eyeball center over
time. Considering that movements of two eyes of a person are
usually consistent, the right eye was taken as an example for
further analysis. The relative distance D(i) of the ith frame was

Fig. 10. Relative distances between the eyeball center and datum point for
different viewing behaviors. (a) Look straight. (b) Eye closed. (c) Look left.
(d) Look right.

Fig. 11. Illustration of the relative distance in each frame for a recorded
video.

calculated as

D(i) =
√

(ye(i) − yd(i))2 + (xe(i) − xd(i))2 (2)

where xe(i), ye(i), xd(i), yd(i) were the horizontal and vertical
coordinates of the datum point and eyeball center in the ith
frame, respectively. Fig. 10 illustrates the relative distance for
different viewing behaviors. It is obvious that when the user
eyes move, the relative distance between the two points changes
at the same time. Thus, both the eye movement and the blink
can be detected by analyzing the relative distances.

Consequently, the number of eye movement, the duration and
the amplitude of each eye movement can be obtained accord-
ing to Fig. 11. Moreover, when users were blinking, the eyeball
center was set at a fix point. In such a case, the corresponding
value of the relative distance in the blink frame was signifi-
cantly smaller than that in other frames (as shown by the sharp
declines of the curve in Fig. 11). This difference can be used to
distinguish blinking from other eye movements. Accordingly,
the blink frequency and the duration between two blinks were
obtained for the recorded video as well.

IV. QOE EVALUATION OF AUDIOVISUAL SERVICES

In this section, we are going to analyze the influences of QoE
for the audiovisual services considering both the audiovisual
quality and user interest. Then, an objective model (QAVIC
model) is proposed for QoE evaluation which can be used to
help service providers to monitor and predict user perception
and needs.
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Fig. 12. Distributions of the audiovisual quality QAV and QoE in each group.
(a) TG1 (F-test, F = 18.91, p < 0.01). (b) TG2 (F = 26.25, p < 0.01).
(c) TG3 (F = 30.38, p < 0.01). (d) TG4 (F = 8.41, p < 0.01).

A. QoE Analysis With Audiovisual Quality and User Interest

Audiovisual quality is a significant factor that may affect
the user’s QoE. Generally, a high-quality audiovisual service is
more likely to provide users with a good experience. However,
it is only a qualitative conclusion on their relationship, which
is quite imprecise and unavailable for QoE evaluation. Here,
we analyze the relationship between the audiovisual quality and
QoE from the quantitative point of view.

The user’s QoE is a personal property that is distinctive for
different users. To accurately evaluate QoE, it is necessary to
analyze the performance of all individual users. Fig. 12 shows
the distribution of the QoE values and audiovisual quality QAV
for each user in groups TG1, TG2, TG3 and TG4, respectively.
Each user corresponds to two bars, the left bar indicates the
number of audiovisual quality and the right bar indicates the
number of QoE rated by the user. For each bar, there are several
sub-bars with different colors that denote different rating scores.
The height of each sub-bar indicates the number of audiovisual
quality or QoE under a certain rating score. For instance, the left
bar of User 1 in Fig. 12(a) means that, among all 30 values of
the audiovisual quality in group TG1, there are 24 audiovisual
clips rated 1 and 6 clips rated 2 for User 1. The right bar of
User 1 in Fig. 12(a) indicates that there are 8 audiovisual clips

Fig. 13. Relationship between user interest and QoE in each group. (a) TG1
(F-test, F = 333.13, p < 0.01). (b) TG2 (F = 218.32, p < 0.01). (c) TG3
(F = 206.59, p < 0.01). (d) TG4 (F = 758.86, p < 0.01).

rated 1, 14 clips rated 2, and 8 clips rated 3 among all QoE
values rated by User 1. From Fig. 12(a)–(d), it can be found
that the audiovisual quality in groups TG1, TG2, TG3 and TG4
gradually increase from 1 ∼ 2 to 4 ∼ 5. Meanwhile, the QoE
values in groups TG1, TG2, TG3 and TG4 increase as well from
1 ∼ 3 to 2 ∼ 5. It shows that the audiovisual quality generally
has a positive impact on QoE.

Additionally, according to the left and right bars of an individ-
ual user in each group, it is obvious that the audiovisual quality
values are concentrated in a small range with a consistent level
(two rating scores in each group), while the QoE values are
quite distinct for different clips (up to four rating scores in each
group). This difference indicates that the audiovisual quality
itself is not sufficient for accurately estimating the user’s QoE.

To further check the diversity of QoE, Fig. 13 presents the
average values and standard deviations (SD) of all user interest
and QoE values for each audiovisual clip. It can be found that
the change of QoE values is in good accordance with that of
user interest when the audiovisual quality is at a uniform level.
Therefore, the user interest in content should also be taken into
consideration for QoE evaluation. Moreover, for a given audio-
visual clip, the user interest and QoE rating values usually vary
significantly for different users (i.e., the SDs of user interest
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Fig. 14. Blink distributions of two users. (a) User 1. (b) User 2.

and QoE rating values are usually considerably large), reflect-
ing diversity of their background and experience. It is necessary
to evaluate the individual user interest and QoE combining his
properties.

B. Viewing Behaviors and User Interest

In psychology, human’s internal states can be evaluated us-
ing the human’s behaviors on the basis of the drive theory and
incentive theory. Here, some common viewing behaviors that
tend to be unconsciously expressed are analyzed to indicate the
user interest, including blink, fixation, and saccade. However, it
is found that the eye movements like fixation and saccade are
closely related to the temporal complexity or motion activity of
a video. For example, if the temporal complexity of a video is
low, such as the scene of news or concert, the user’s fixations
density usually tends to be higher and the saccade frequency is
correspondingly lower than that of a video with high temporal
complexity, such as the scene of sports and action movies. With
respect to the blink, recent study has reported that the blink syn-
chrony occurs only when subjects have to follow a storyline by
extracting information from a stream of visual events, and the
blink usually occurs during scenes that required less attention
such as at the conclusion of an action, during the absence of the
main character, during a long shot and during repeated presen-
tations of a similar scene and so on [49]. Therefore, the blink
may be more close to the user interest in audiovisual content.
Next, the relationship between the blink and user interest will be
analyzed. Particularly, here we just focus on the general features
of the viewing behaviors for user communities.

When users are viewing an interesting audiovisual clip, fewer
eye blinks will be drawn to prevent temporal loss of critical
visual information [49]. Correspondingly, the time interval be-
tween two adjacent blinks will be longer. A long time interval
between two adjacent blinks is usually a significant explicit in-
dicator to measure user interest [37], [49]. However, the blink
frequency is the inherent feature of individual, and leads to a
difference in the average time interval between two adjacent
blinks for different users. Fig. 14 illustrates the blink distribu-
tions for two users whose blink frequencies are different. It is
obvious that the average time interval of blinks of User 1 is
much larger than that of User 2. Considering that the long time
interval between two adjacent blinks of a user is a value relative
to the average blink interval, here we define it as follows:

FlagLB(i) =

{
True, if TB (i) ≥ TB + m · σB

False, otherwise
(3)

where FlagLB(i) is a flag to identify a long blink interval, TB

is the average interval of adjacent blinks and TB (i) is the inter-

Fig. 15. Relationship between TNLB and user interest in each group. (a) TG1.
(b) TG2. (c) TG3. (d) TG4.

val between the ith and (i − 1)th blinks, is the variance of the
interval of adjacent blinks, m is a constant set to 3, which is em-
pirically obtained by observations and experimental statistics.
It is worth noting that the values of TB for a user across differ-
ent groups do not have significant differences (F-test, p > 0.05).
The value of TB for each individual user is calculated by averag-
ing the blink intervals in all video sequences. Correspondingly,
the user’s average blink frequency FB is equal to 1/TB . There
is one average blink interval and blink frequency for each user.
As illustrated in Fig. 14, the long blink intervals for different
users are not constant because the average blink intervals are
diverse. For the users with a lower blink frequency, the long
blink intervals are generally longer than the blink intervals of
those with a higher blink frequency.

Accordingly, the total long blink interval in a recorded video
sequence can be obtained by accumulating all long blink in-
tervals in it. Considering that the lengths of recorded video
sequences are different, the total long blink interval is normal-
ized with the length of the recorded video sequence, which can
be expressed as follows:

TNLB =
n∑

i=0

TLB(i)

/
T (4)

where TNLB is the total long blink interval normalized by the
sequence length, TLB(i) is the long interval between the ith and
(i − 1)th blinks, T is the duration of the recorded video, and n
is the number of the long blink interval.

Fig. 15 illustrates the relationships between TNLB and user
interest for different users in each group, where each point in-
dicates an audiovisual clip. It is obvious that the values of user
interest are gradually increasing with the increment of TNLB .
Moreover, the ranges of TNLB for different users are not the
same. If a user has a high average blink frequency, the range
of the total long blink interval is relatively smaller than that of



SONG et al.: QoE EVALUATION OF MULTIMEDIA SERVICES BASED ON AUDIOVISUAL QUALITY AND USER INTEREST 453

a user with a low average blink frequency. For example, the
average blink frequency FB of User A and User C in Fig. 15(a)
are 0.65 and 0.09, respectively, while the range of TNLB of User
A and User C are 0.02 ∼ 0.33 and 0.29 ∼ 0.76, respectively.
The same phenomenon also appears in other groups. It seems
that the diversity of TNLB may be related to the difference of
the individual’s average blink frequency FB .

Considering that the user interest is an ordinal outcome, the
ordered logit regression (OLR) [50] is employed to determine
the relationship between user interest, TNLB , and FB . It can be
expressed as (5)

logit(P (IC > j)) = ln
P (IC > j)

1 − P (IC > j)

= α1TNLB + α2FB − βj ⇒ P (IC > j)

=
exp(α1TNLB + α2FB − βj )

1 + exp(α1TNLB + α2FB − βj )

× (j = 1, 2, 3, 4) (5)

where P ( · ) is the probability function, IC denotes the user
interest in audiovisual content, TNLB and FB are the explanatory
variables. α1 and α2 are the logit coefficients. βj is the threshold
for user interest, which indicates the point (in terms of a logit)
where user interest is predicted into the higher rating levels. The
(5) further implies (6)

P (IC = 1) =
1

1 + exp(α1TNLB + α2FB − β1)

P (IC = j) =
exp(α1TNLB + α2FB − βj−1)

1 + exp(α1TNLB + α2FB − βj−1)

− exp(α1TNLB + α2FB − βj )
1 + exp(α1TNLB + α2FB − βj )

× (j = 2, 3, 4)

P (IC = 5) =
exp(α1TNLB + α2FB − β4)

1 + exp(α1TNLB + α2FB − β4)
. (6)

It can be found that given the certain TNLB and FB , the proba-
bility of IC = j (j = 1, 2, 3, 4, 5) is equal to P (IC = j). Here,
the predicted value of IC is determined according to the max-
imum probability. For example, if P (IC = 3) is the maximum
probability under the certain TNLB and FB , the value of IC is 3.

To obtain the logit coefficients α1 and α2 and threshold βj

(j = 1, 2, 3, 4), the proposed OLR model is fitted using the
SPSS (V.18.0) PLUM [51]. Table I illustrates the SPSS outputs
for the OLR model. It includes the estimated coefficients for
each variable and their standard errors, along with the Wald
statistics and associated p-values (Sig.). According to the Wald
statistics and p-values, the variables have a significant contri-
bution to the prediction of the outcome, and their coefficients
are different from zero. The effect of FB and TNLB are signif-
icant and positive, indicating that the larger values of FB and
TNLB are more likely to achieve higher values of user interest.
The pseudo R2 (Nagelkerke = 0.352) of the model is calcu-
lated and the score test for the proportional odds assumption
is satisfied (χ2 = 90.63,p = 0.117), which indicates that the
logit coefficients are consistent for all thresholds. Therefore,

TABLE I
PARAMETER ESTIMATES FOR USER INTEREST

95% Confidence
Interval

Lower Upper
Estimate Std. Error Wald df Sig. Bound Bound

Threshold [IC = 1] 0.678 0.215 9.922 1 0.002 0.256 1.100
[IC = 2] 2.697 0.214 158.309 1 0.000 2.277 3.117
[IC = 3] 4.349 0.237 337.120 1 0.000 3.885 4.814
[IC = 4] 6.450 0.276 546.158 1 0.000 5.909 6.992

Location TN L B 7.682 0.391 385.835 1 0.000 6.916 8.449
FB 3.434 0.399 74.191 1 0.000 2.653 4.215

TABLE II
PARAMETER ESTIMATES FOR QOE MODEL

95% Confidence
Interval

Lower Upper
Estimate Std. Error Wald df Sig. Bound Bound

Threshold [QoE = 1] 2.427 0.271 79.892 1 0.000 1.894 2.959
[QoE = 2] 4.612 0.296 242.342 1 0.000 4.031 5.192
[QoE = 3] 6.764 0.339 398.468 1 0.000 6.100 7.429
[QoE = 4] 8.992 0.376 572.257 1 0.000 8.255 9.729

Location QAV 0.835 0.071 137.429 1 0.000 0.696 0.975
IC 1.028 0.056 332.490 1 0.000 0.918 1.139

the OLR model of user interest (IC model) can be determined,
where α1 and α2 are 7.682 and 3.434, respectively. The values of
βj (j = 1, 2, 3, 4) are 0.678, 2.697, 4.349, 6.450, respectively.

C. QoE Evaluation Model

Here, we further analyze the relationship among the audio-
visual quality, user interest and QoE, and finally establish an
objective QoE evaluation model (QAVIC model) combining all
aspects. The OLR model is employed to illustrate the relation-
ship among them. It can be expressed as follows:

logit(P (QoE > j)) = ln
P (QoE > j)

1 − P (QoE > j)

= λ1QAV + λ2IC − μj (j = 1, 2, 3, 4)

⇒ P (QoE > j)

=
exp(λ1QAV + λ2IC − μj )

1 + exp(λ1QAV + λ2IC − μj )
(7)

where the QoE values are the dependent variables, and QAV
and IC are the explanatory variables. All of them are subjective
data in training set. λ1 and λ2 are the logit coefficients. μj (j =
1, 2, 3, 4) is the threshold for QoE. It denotes the point (in terms
of a logit) where the user’s QoE is predicted into the higher rating
level. The value of QoE is also determined according to the
maximum probability. For example, if the value of P (QoE = 3)
is the maximum probability under the certain QAV and IC , the
value of QoE is 3.

Table II illustrates the SPSS outputs for the OLR model.
It can be found that both QAV and IC provide a significant
and positive effect to QoE. The larger values of QAV and IC
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Fig. 16. Illustration of recorded video sequence for validation.

are more likely to achieve higher values of the user’s QoE.
Moreover, the pseudo R2 (Nagelkerke = 0.732) of the model
is calculated and the test of parallel lines is also carried out
by SPSS. The score test for the proportional odds assumption
is satisfied (χ2 = 134.08,p = 0.073). Accordingly, the OLR
model of QoE (QAVIC model) can be determined, where λ1
and λ2 are 0.835 and 1.028, respectively. The values of μj (j =
1, 2, 3, 4) are 2.427, 4.612, 6.764, 8.992, respectively.

Above all, the QAVIC model is established considering both
the audiovisual quality and user interest for the first time, which
provides a convenient way to better evaluate user perceptions.
Because the user’s common behavior characteristics are ana-
lyzed and employed, the QAVIC model is suitable for different
users.

V. EXPERIMENTAL RESULTS

In this section, the accuracy of the blink and eye movement
detection will be firstly studied. The performance of our pro-
posed QoE assessment model will be then verified.

A. Accuracy of Blink and Eye Movement Detection

A total of 12 randomly recorded videos from different users
were employed to validate the accuracy of the blink and eye
movement detection, as illustrated in Fig. 16. The blink detector
was evaluated by comparing its detected intervals with the ac-
tual blink intervals. The actual blink interval was measured by
manually counting blinks in each subject’s video. To verify the
performance of the saccade detection, we checked each saccade
by comparing its detection interval with actual saccade inter-
val as well, where the actual saccade was collected by manual
tracking using a computer mouse of the eyeball positions in a
recorded video sequence.

Table III lists the performance of the proposed blink and
eye movement detection method compared with other common
methods using single video camera [33], [45] and the commer-
cial Eye Tribe Tracker (EET).3 It can be found that the pro-
posed method obtains a superior performance than other meth-
ods using single video camera, and the accuracy of the blink
and eye movement detection can achieve to 96.6% and 94.5%,

3[Online]. Available: http://theeyetribe.com/

TABLE III
PERFORMANCE COMPARISON OF EYE MOVEMENT AND BLINK DETECTION

Error Miss Total
Index detection detection Number Accuracy

Takahashi [33] blink 59 6 654 91.2%
Eye movement 829 538 13021 89.5%

Peng [45] blink 54 4 654 90.0%
Eye movement 1117 1305 13021 81.4%

ETT3 blink 14 2 654 97.6%
Eye movement 245 172 13021 96.8%

Proposed method blink 18 4 654 96.6%
Eye movement 497 139 13021 94.5%

Fig. 17. Test results of eye movement detection.

respectively. As to the EET method, it can accurately detect the
movement of the pupil with sub-millimeter precision.

Fig. 17 illustrates the detection results of the eye movement
for both the proposed method and the ETT method. The vertical
axis is the normalized relative distance. The changes of this
value indicate the different viewing behaviors. For example,
the fluctuations indicate the eye movements, while the sharp
declines denote the blink. It is obvious that these two methods
have a good consistency in the detection results.

B. Performance of the Proposed QoE Evaluation Model

To verify the performance of the proposed QoE assessment
model, a different set of 60 audiovisual clips with a resolution
of 672× 378 pixels (16:9) were employed in our experiments,
including a variety of contents. The duration of each clip was 5
to 10 minutes. All clips were divided into four different valida-
tion groups (VG1, VG2, VG3 and VG4). The videos in different
groups had different video quality levels. They were coded under
different QPs of 37, 32, 27, and 24 respectively, using the soft-
ware of FFmpeg 0.4.9 with x.264 library. Each video sequence
was encapsulated into the FLV format with the corresponding
audio sequence. 48 users participated in the validation test, in-
cluding 22 females and 26 males. Among these users, 24 users
watched two groups of clips, and the others watched one group
according to the amount of their spare time. The procedures
of the subjective test were the same with those in the training
set. There were 1035 rating simples of user interest, audiovisual
quality and QoE, respectively.

Fig. 18 illustrates the subjective QoE (SQoE) and objective
QoE (OQoE) obtained by the proposed QAVIC model for indi-
vidual users in different groups. It can be found that the scores of
SQoE and OQoE obtained by the QAVIC model are various for
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Fig. 18. Illustration of the performance of QAVIC model for individual users
in each group. (a) VG1. (b) VG2. (c) VG3. (d) VG4.

different audiovisual clips, but the scores of SQoE and OQoE
are quite similar for a certain clip. Although different users may
have different perceptions, the values of QoE can still be esti-
mated through their responses to the services. Fig. 19 presents
the average values and standard deviations of SQoE and OQoE
of all users for each audiovisual clip. It is obvious that the aver-
age value of SQoE and OQoE are quite similar in all validation
groups and the standard deviations of SQoE and OQoE for most
audiovisual clips are in good agreement with each other.

To better verify the accuracy of the proposed model for the
QoE evaluation, the confusion matrix of the QoE values pre-
dicted by the QAVIC model with the actual QoE values is pro-
vided in Table IV. This confusion matrix shows that the model
predicts the largest percentage of correct outcome categories
(73.4%) for 3 of the 5 categories, while the lowest percentage
of correct outcome categories (53.2%) for 1 of the 5 categories.
The average percentage of correct outcome category is 64.5%.
The majority of cases in all categories (98.8%) were predicted
to fall in either the correct outcome category or the adjacent cat-
egory (i.e., ±1 category). Based on this observation, the model
has demonstrated a satisfactory performance which vindicates

Fig. 19. Performances of the QAVIC model for all users in each group.
(a) VG1. (b) VG2. (c) VG3. (d) VG4.

TABLE IV
CONFUSION MATRIX OF THE PREDICTED SCORES FROM

THE QAVIC MODEL BY THE SUBJECTIVE SCORES

OQoE, no.(%)

SQoE 1 2 3 4 5 Total

1 41 (53.2) 36 (46.8) − − − 77 (100)
2 11 (4.3) 154 (60.2) 91 (35.5) − − 256 (100)
3 − 44 (13.5) 240 (73.4) 43 (13.1) − 327 (100)
4 − 12 (4.2) 89 (31.0) 176 (61.3) 10 (3.5) 287 (100)
5 − − − 31 (35.2) 57 (64.7) 88 (100)

the necessity of QoE evaluation taking account of multiple
dimensions of human perceptions.

VI. CONCLUSION

The user’s perception and satisfaction are crucial determi-
nants for the success of a particular service, knowing what is
the user thinking about is the highest realm of the services in



456 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 18, NO. 3, MARCH 2016

real life. However, the user’s perception is the internal state and
difficult to measure, which makes the progress on the objective
QoE evaluation still limited and slow. Targeting at solving this
problem, we have made a detailed analysis on the influence of
technology, content, and user domains to QoE, and proposed
an objective QoE evaluation model (QAVIC model) for the first
time with a combination of the influences of both the perceptions
of audiovisual quality and user interest in content. More specif-
ically, the user interest is expressed using the common features
of viewing behaviors (e.g., blinks). Experimental results have
shown that the QAVIC model can well estimate the user’s QoE.

It should be noted that there may be an impact on the correla-
tion between audiovisual quality and QoE when the audiovisual
quality assessment test and QoE assessment test were carried out
by the same people under different conditions. Our future work
will find out the relationship between the values of AV quality
when the tests are performed by the same and different people,
respectively. This will benefit the proposed QoE model. More-
over, we will consider the user perceptions in other dimensions
and take more users’ general explicit responses in the behavior
and physiology into the QoE evaluation, such as physiological
responses, expression behaviors, and commercial behaviors and
so on.
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